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• Introduction of model selection

• The criteria for model selection

• The application
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• For example:
• Overfitting in machine learning regression problems:

• So,how do we decide which model is to be selected?

Introduction
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• Selecting a (best) statistical model from a set of candidate models, given 
data.

•     goodness of fit     +     less complexity

• Goodness of fit is generally determined using a likelihood ratio approach, 
or an approximation of this, leading to a chi-squared test. 

• The complexity is generally measured by counting the number of 
parameters in the model.(simple)

• And we need distinguish two goals:
– Find the model that gives the best prediction (without assuming that 

any of the models are correct).(AIC, CV)
– Assume one of the models is the true model and find the "true" 

model.(BIC)

What is model selection
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• Compare the goodness of fit of two models
• based on the likelihood ratio

• Assume  there are two models m1, the null one and alternative one m2.The 
likelihood ratio is :

• According to Wilk's theorem,the p.d.f of D is       distribution with  degrees 
of freedom equal to 

• So we can determine the p-value of the test.

likelihood ratio test
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• AIC(Akaike Information Criterion)
• Bayes Factor
• BIC(Bayes Information Criterion)
• MDL(Minimum Description Length)
• Cross-validation

The Criteria for Model Selection
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• AIC is founded on information theory: it offers a relative estimate of the 
information lost when a given model is used to represent the process that 
generates the data. In doing so, it deals with the trade-off between the 
goodness of fit of the model and the complexity of the model.

• L is the maximum value of the likelihood function for the model
• k is the number of estimated parameters in the model.

• the preferred model is the one with the minimum AIC value.

AIC:Definition

)ln(22 LkAIC 



DM
LESS IS MORE Data Mining Lab

数据挖掘实验室

• It is an unbiased estimate of Kullback–Leibler divergence
• Suppose we have k models where each model is a set of densities:

we have data Y1,Y2,...,Yn drawn from some density f. We do not assume that 
f is in any of the models.

let        be the mle from model j. Then an estimate of p based on model j is 
                                          the quality of             as an estimate of  f can be 
measured by kl distance:

AIC:Derivation
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• Intuitively, an estimate of Kj  is :

• However , it is very biased because the data are being used twice:first to 
get the mle and second to estimate the integral. Akaike showed that the bias 
is approximately dj/n where dj = dimension(θj),therefore we use

• Now ,define

AIC:Derivation
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• Assume there are R candidate models for selection,and their AIC value are                            

• Then                               can be interpreted as the relative probability that 
      the ith model minimizes the (estimated) information loss.The quality is                 
      called relative likelihood of model i.
• Example:  

– 3 models with AIC values are 100, 102, 110. Then the relative 
likelihood of the second and third models are 

Model 2:exp((100-102)/2)=0.368.
Model 3:exp((100-110)/2)=0.007.

– From further consideration,remove the third model and three strategies.

AIC:How to apply AIC in practice
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• If all the models in the candidate set have the same number of parameters, 
then using AIC might at first appear to be very similar to using the 
likelihood-ratio test.

• There are, however, important distinctions. In particular,the likelihood-ratio 
test is valid only for nested models,whereas AIC (and AICc) has no such 
restriction.

AIC:Compared to likelihood ratio
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• AICc(a kind of formula)

– where n denotes the sample size and k denotes the number of 
parameters

– Model are univariate and linear with normal-distributed residuals.

• AICc is AIC with a correction for finite sample sizes.
• AICc is essentially AIC with a greater penalty for extra parameters.

AIC:AICc(correction)
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• Definition:
– Posterior probability

– So we have 

– Bayes factor

Bayes Factor
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• Example:coin tossing
• Two competing models, one corresponding to a fair coin, and the other a 

biased coin.

Bayes Factor
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• For a  model with parameter vector θ ,dim(θ)=K,we have data D,then the 
model likelihood is

• For a generic expression

• Mostly, it's difficult to evaluate the integral for large K unless f is of a 
particular simple form.

before BIC
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• Laplace's method

before BIC
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• So we can approximate the model likelihood with a gaussian distribution

  
 where 

and H is the Hessian of                                                                                   

evaluated at θ* 

before BIC
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• A simpler version of laplace's method

• laplace approximation:

• So

• More simpler: assume  

• Finally we get BIC:

BIC
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• Bayes' rule enables us to evaluate models based on how well they fit the 
data via the model likelihood.

• There is no need to explicitly penalise 'complex' models in the Bayesian 
approach since it automatically oncorporates an Occam's razor effect due to 
the integral over the posterior parameter distribution.

• Computing the model likelihood can be a complex task. In continuous 
parameter models, Laplace's method provides a simple approximation, the 
BIC being a cruder version of Laplace's approximation.

• Assessing performance on the basis of a limited amount of data can be 
achieved using simple Bayesian hyperthesis testing.

Summary about BIC
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• The basic idea:
– The goal of statistical inference may be cast as trying to find regularity 

in the data. 'Regularity' may be identified with 'ability to compress'. 
MDL combines these two insights by viewing learning as data 
compression: it tells us that, for a given set of hypotheses H and data 
set D, we should try to find the hypothesis or combination of 
hypotheses in H that compresses D most.

• So MDL has some following properties:
– Occam's Razor
– No overfitting, automatically
– Bayesian interpretation
– No need for 'underlying truth'
– Predictive interpretation

MDL
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• Kolmogorov complexity
– the length of the shortest program that prints the sequence and then 

halts.
– the lower, the more regular.
– leading to an idealized version of MDL

• Uncomputability
• Arbitrariness/dependence on syntax

Kolmogorov complexity and Ideal MDL
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• Hypotheses VS. models
– we use the phrase point hypothsis to refer to a single probability 

distribution or function.also known as simple hypothesis
– we use the word model to refer to a family(set) of probability 

distribution or functions with same functional form.Also known as 
composite hypothesis.

• An example

MDL and Model Selection
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• Hypothesis selection:
– if we are interested in selecting both the degree of a polynomial and the 

corresponding parameters;
• Model selection problem:

– if we are mainly interested in selecting the degree.
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• Hold out method
– split dataset into two groups

• training set:used to train the classifier
• test set:used to estimate the error rate of the trained classifier.

• Cross-validation
– Random Subsampling
– K-Fold Cross-Validation
– Leave-one-out Cross-Validation

Cross-validation
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• Random Subsampling

Cross-validation
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• K-Fold Cross-Validation

Cross-validation
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• Leave-one-out Cross-Validation

Cross-validation
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• Deviance information criterion
• False discovery rate
• Focused information criterion
• Mallows's Cp
• Minimum message length (Algorithmic information theory)
• Structural Risk Minimization
• Stepwise regression

Other criteria
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• wiki explation
• Thoughts on model selection(Richard A. Davis   Colorado State University)
• Bayesian Reasoning and Machine learning(chapter 12) 
• lecture about model selection
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